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Abstract: In ASIACRYPT 2021, Furue et al. proposed a new post-quantum signature scheme called QR-UOV, which is a variant of the multivariate signature schemes. A provable version of QR-UOV is proposed by the authors in SCIS 2023. In this work, we present an efficient software implementation of it and evaluate its performance on some x86 environments.
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1 Introduction

Multivariate public key cryptosystems (MPKCs) are regarded as a strong candidate for post-quantum cryptography (PQC) which has been widely studied around the world. The security of MPKCs is based on the difficulty of the multivariate quadratic ($\mathcal{MQ}$) problem i.e. solving a system of multivariate quadratic polynomial equations over a finite field. It is known that the general $\mathcal{MQ}$ problem is NP-complete [5], therefore the security of MPKCs is expected to resist against attacks using quantum computers.

In EUROCRYPT 1999, Kipnis et al. proposed a signature scheme called the unbalanced oil and vinegar (UOV) signature, which is based on a special type of $\mathcal{MQ}$ problem [7]. The UOV signature scheme has withstood various types of attacks for approximately 20 years. Although UOV is a well-established due to its short signature size and execution time, its public key has much larger size than those of other PQC candidates. Therefore developing a UOV variant with a small public-key size is an important task. Rainbow [2] was one of such UOV variants, which was proposed by Ding and Schmidt. It was selected as a third-round finalist in the NIST PQC project [8], however Beullens found a serious flaw in this scheme [1].

In ASIACRYPT 2021, Furue et al. proposed another variant of the UOV called QR-UOV [4]. A modified version of it is proposed by the authors in SCIS 2023, whose unforgeability can be proven under some assumptions [3]. In this work, we investigate this version of QR-UOV to implement an efficient software on the x86 environments.

2 Preliminary

2.1 Basic Notions and Notations

The following list is an overview of typical arrow expressions which we use to describe algorithms.

- $X \leftarrow Y$ The value of the expression $Y$ is assigned to the variable $X$.
- $X \leftarrow^\circ Y$ A new value $X \circ Y$ is assigned to the variable $X$, for any binary operator $\circ$, e.g. $X \leftarrow^\circ Y$ means $X \leftarrow X \cup Y$.
- $X \leftarrow Y$ $X$ is uniformly selected from $Y$, assuming that $Y$ is a set.
- $X \leftarrow Y(\cdot)$ $X$ is randomly selected from the output space of the probabilistic Turing machine $Y$ according to the distribution of $Y$’s output when $Y$’s random tape is uniformly selected.
- $X \leftarrow^\$ Y A probabilistic Turing machine which takes $X$ as input tape and outputs $Y$.
- $X \rightarrow Y$ All of maps from $X$ to $Y$, assuming that $X$ and $Y$ are sets, which is identical with $Y^X$.
- $X \rightarrow Y(\cdot)$ the map which returns $Y$ for $X$.

In this work, we identify the set of integers $\{0, 1\}$ with the set of truth values. Namely 0 is interpreted as false and 1 as truth. For a probabilistic Turing machine $Y$ whose input is $X$ and output is in $\{0, 1\}$, we say $Y$ accepts $X$ if $Y(X)$ returns 1, or $Y$ rejects $X$ if $Y(X)$ returns 0.

2.2 Signature Scheme

A digital signature scheme $\Sigma$ consists of three probabilistic polynomial-time algorithms (KeyGen, Sign, Verify), which are defined as follows:
Key generation algorithm $\text{KeyGen}: 1^\lambda \xrightarrow{\$} (pk, sk) \in (\{0, 1\}^\ast)^2$, returns a pair of public key $pk$ and secret key $sk$ for given security parameter $1^\lambda$.

Signing algorithm $\text{Sign}: \mathbb{M}, pk, sk \xrightarrow{\$} \sigma \in \{0, 1\}^\ast$, takes a message $\mathbb{M} \in \{0, 1\}^\ast$ and the signer’s key pair $(pk, sk)$, and then generates a digital signature $\sigma$ of the signer for the message $\mathbb{M}$.

Verification algorithm $\text{Verify}: \mathbb{M}, pk, \sigma \xrightarrow{\$} \beta \in \{0, 1\}$, takes a message $\mathbb{M} \in \{0, 1\}^\ast$, a public key $pk$ and a signature $\sigma$, and accepts or rejects the message $\mathbb{M}$.

Let $\text{Adv}_{\text{complet}} : \mathbb{N} \to \{0, 1\}$ be a function as follows.

$$\text{Adv}_{\text{complet}}(\lambda) := \text{Pr} \left[ \beta = 1 \left| \begin{array}{c} (pk, sk) \xrightarrow{\$} \text{KeyGen}(1^\lambda), \\
\mathbb{M} \xrightarrow{\$} \{0, 1\}^{\text{poly}(\lambda)}, \\
\sigma \xrightarrow{\$} \text{Sign}(\mathbb{M}, pk, sk), \\
\beta \xrightarrow{\$} \text{Verify}(\mathbb{M}, pk, \sigma). \right. \right].$$

We say a signature scheme $\Sigma := (\text{KeyGen}, \text{Sign}, \text{Verify})$ is complete in $\lambda$ if $\text{Adv}_{\text{complet}}(\lambda)$ is overwhelming in $\lambda$.

In the following sections, we regard the completeness as a part of the syntax of signature scheme, thus we assume implicitly that any signature schemes are complete.

Let $\text{invalid}$ be a set of messages and $O_{pk, sk}$ be a signing oracle defined as follows.

$$O_{pk, sk}(\mathbb{M}) := \\
\sigma \xrightarrow{\$} \text{Sign}(\mathbb{M}, pk, sk), \\
\text{invalid} \not\subseteq \{\mathbb{M}\}, \\
\text{return } \sigma.$$

Let $\mathcal{A}$ be a forger against the signature scheme $\Sigma$. We define $\text{Adv}_{\mathcal{A}}^{\text{EUF-CMA}} : \mathbb{N} \to \{0, 1\}$ as

$$\text{Adv}_{\mathcal{A}}^{\text{EUF-CMA}}(\lambda) := \text{Pr} \left[ \beta = 1 \left| \begin{array}{c} (pk, sk) \xrightarrow{\$} \text{KeyGen}(1^\lambda), \\
\text{invalid} \leftarrow \mathcal{O}, \\
(M^*, \sigma^*) \xrightarrow{\$} A^{\text{poly}(\lambda)}(pk), \\
\beta \xrightarrow{\$} \text{Verify}(M^*, pk, \sigma^*) \wedge (M^* \not\in \text{invalid}). \right. \right].$$

We say a signature scheme $\Sigma := (\text{KeyGen}, \text{Sign}, \text{Verify})$ is EUF-CMA in $\lambda$ if for any probabilistic polynomial-time algorithm $\mathcal{A}$, $\text{Adv}_{\mathcal{A}}^{\text{EUF-CMA}}(\lambda)$ is negligible in $\lambda$.

In SCIS 2023, Furue et al. proposed a modified version of the QR-UOV signature scheme, which can be proven to be EUF-CMA in the random oracle model under some assumptions. In this work, we will investigate this version of the QR-UOV signature scheme.

### 2.3 Basic Concept of the QR-UOV

Let $f \in \mathbb{F}_q[x]$ be a polynomial in $\mathbb{F}_q$ of degree $\ell$. For each element $g \in \mathbb{F}_q[x]/(f)$, there exists a matrix $\Phi^f_g \in \mathbb{F}_q^{\ell \times \ell}$ s.t.

$$(1, x, \ldots, x^{\ell-1}) \Phi^f_g = (g, xg, \ldots, x^{\ell-1}g) \in (\mathbb{F}_q[x]/(f))^\ell.$$

Let $\mathcal{A} := \{\Phi^f_g \in \mathbb{F}_q^{\ell \times \ell} \mid g \in \mathbb{F}_q[x]/(f)\}$. $\mathcal{A}$ is a subalgebra of $\mathbb{F}_q^{\ell \times \ell}$ because

$$\Phi^f_{g_1 + g_2} = \Phi^f_{g_1} + \Phi^f_{g_2},$$

$$\Phi^f_{g_1g_2} = \Phi^f_{g_1} \Phi^f_{g_2}.$$

Hence an element in $\mathcal{A}$, i.e. $\ell \times \ell \mathbb{F}_q$-matrix can be represented as an element in $\mathbb{F}_q[x]/(f)$, i.e. $\ell \times \ell$ elements of $\mathbb{F}_q$. One might think that this property of $\mathcal{A}$ could be available to construct a UOV variant with short public key. However this technique cannot be applied directly to the UOV variants with another promising technique using symmetric matrices, since the elements of $\mathcal{A}$ are generally unstable under the transpose operation. Furue et al. solve this problem by introducing an invertible matrix $W \in \mathbb{F}_q^{\ell \times \ell}$ s.t. $W \Phi^f_g$ is transposes for any $\Phi^f_g \in \mathcal{A}$, thus they propose a UOV variant using $WA_f := \{W \Phi^f_g \in \mathbb{F}_q^{\ell \times \ell} \mid \Phi^f_g \in \mathcal{A}\}$, that is QR-UOV [4]. Therefore, throughout this work, we will identify the element $g \in \mathbb{F}_q[x]/(f)$ with its matrix form $W \Phi^f_g \in WA_f$. When we need to distinguish them, we write its matrix form $W \Phi^f_g$ as $\tilde{g}$ for $g \in \mathbb{F}_q[x]/(f)$, i.e.

$$\tilde{g} := W \Phi^f_g.$$

Moreover, for $G := \{g_i\}_{i \in [n_1]} \in [n_2] \in (\mathbb{F}_q[x]/(f))^{n_1 \times n_2}$, we define

$$\tilde{G} := (W \Phi^f_{g_i})_{i \in [n_1]} \in (WA_f)^{n_1 \times n_2},$$

where $[n] := \{1, \ldots, n\}$. Similarly, for $m \in \mathbb{N}$, we denote the set of integers $\{1, \ldots, m\}$ as $[m]$ in the following sections.

### 2.4 LU decomposition

In usual MPKC schemes, some basic operations of linear algebra over a finite field are heavily performed. Of course a UOV variant also uses many operations of matrices over $\mathbb{F}_q$. Especially in its $\text{Sign}$ algorithm, one must solve a linear equation system which may be over/underdetermined. It is known that the study of Gaussian elimination has been continued for more than 2,200 years [6], thus a fair amount of studies for this problem likely to be found in the vast amount of literature. However, just for convenience here we describe a variant of it.

The following $\text{LUdecompose}$ algorithm is a variant of the LU decomposition (Gaussian elimination) for matrices which is not necessarily invertible. Using this algorithm, a row echelon form can be obtained instead of an upper triangular matrix. This feature of $\text{LUdecompose}$ is suitable for the modified version of QR-UOV. On input of a matrix $A \in \mathbb{F}_q^{m \times m}$, $\text{LUdecompose}$ outputs a list of matrices $(P, L, U) \in (\mathbb{F}_q^{m \times m})^3$ and some additional information, where $A = P^{-1}LU$. Each of $(P, L, U)$ is a matrix of special form as in the following list.

- $P$: a permutation matrix, of course invertible,
- $L$: an invertible lower triangular matrix,
The return value of \( \text{LUDecompose}(A) \) is consistent if it is.

\[
\text{sample_a_solution}((P, L, U, rank, index), b) := 
\begin{align*}
& b^{(1)} \leftarrow P \cdot b, \\
& \text{for } i = 1 \text{ to rank}, \\
& \quad b_i^{(2)} \leftarrow \left( b_i^{(1)} - \sum_{j=1}^{i-1} L_{i,j} \cdot b_j^{(2)} \right) / L_{i,i}, \\
& \text{for } i = rank + 1 \text{ to } m, \\
& \quad b_i^{(2)} \leftarrow 0, \\
& \text{for } i = m \text{ downto } 1, \\
& \quad \exists j \text{ s.t. } i = \text{index}_j, \\
& \quad x_i \leftarrow b_i^{(2)} - \sum_{k=i+1}^{m} U_{j,k} \cdot x_k, \\
& \text{else, } x_i \leftarrow \mathbb{F}_q, \\
& \text{return } x.
\end{align*}
\]

3 the QR-UOV signature scheme

3.1 Algorithms

In the following, we denote the random oracle of input \( Y \) whose output set is \( X \) as Hash\(_X\)(\( Y \)). The QR-UOV signature scheme \( \Sigma \) consists of the following three probabilistic polynomial-time algorithms (KeyGen, Sign, Verify), which are defined as follows:

\[
\text{KeyGen}(1^λ) := 
\begin{align*}
& \text{(sk, seed}_{pk}) \leftarrow \{0, 1\}^{2λ}, \\
& S' \leftarrow \text{Hash}_{\mathbb{F}_q^\times M}(sk), \\
& (P_{i,1}, P_{i,2})_{i \in [m]} \leftarrow \text{Hash}_{\mathbb{F}_q^\times M}((\text{seed}_{pk}), x_2), \\
& \text{for } j = i + 1 \text{ to } m, \\
& \quad \leftarrow \text{Hash}_{\mathbb{F}_q^\times M}(sk), \\
& \text{return } (pk, \text{seed}_{pk}).
\end{align*}
\]

Note that \( P_{i,2}^{T}S' \) and \( S^{T}P_{i,2} \) in the formula of label 2 are just transpose of each other.

\[
\text{Sign}(M, pk, sk) := 
\begin{align*}
& \text{(seed}_{pk}, (P_{i,3})_{i \in [m]}) \leftarrow pk, \\
& \text{(P}_{i,1}, P_{i,2})_{i \in [m]} \leftarrow \text{Hash}_{\mathbb{F}_q^\times M}((\text{seed}_{pk}), s'), \\
& S' \leftarrow \text{Hash}_{\mathbb{F}_q^\times M}(sk), \\
& (F_{i,1})_{i \in [m]} \leftarrow (P_{i,1})_{i \in [m]},
\end{align*}
\]

3
\[(F_{i,2})_{i \in [m]} \leftarrow (-P_{i,1}S' + P_{i,2})_{i \in [m]},\]
\[Y^\top := (y_1, \ldots, y_\ell) \in \mathbb{F}_q^\ell,\]
\[A \leftarrow (2Y^\top F_{i,2})_{i \in [m]} \in \mathbb{F}_q^{m \times m},\]
\[L\text{Uresult} \leftarrow \text{LUdecompose}(A),\]
\[c \leftarrow (Y^\top F_{i,1}Y)_{i \in [m]} \in \mathbb{F}_q^m,\]
\[R \leftarrow I,\]

3: repeat
\[r \leftarrow \{0, 1\}^\lambda,\]
\[t \leftarrow \text{Hash}_{\mathbb{F}_q^m}(M||r) \in \mathbb{F}_q^m,\]
\[b \leftarrow t - c \in \mathbb{F}_q^m,\]
\[\text{cacheR} \leftarrow 0,\]
\[(\text{consistent}, \text{cacheR}, R) \leftarrow \text{test}(\text{L\text{Uresult}}, b, \text{cacheR}, R),\]

until consistent.
\[X^\top \leftarrow \text{sample\_a\_solution}(\text{L\text{Uresult}}, b),\]
\[s := \left( Y - S^\top X \right)^\top X \in \mathbb{F}_q^m,\]
return \(\sigma := (r, s).\)

It is known that the expected number of loops in the repeat statement of label 3 is only 2.0 [9]. However this expected complexity is an amortized value and in the actual computation, exponential number of loops are required in the rank shortage. This is why we need to tune the LU decomposition in this work. Note that this \texttt{Sign} algorithm is far from the constant-time implementation.

\[
\text{Verify}(pk, M, \sigma) :=
\]
\[(\text{seed}_{pk}, (P_{i,1})_{i \in [m]}) \leftarrow pk,\]
\[(P_{i,1}, P_{i,2})_{i \in [m]} \leftarrow \text{Hash}_{\mathbb{F}_q^{m \times (v + S) \times m}}(\text{seed}_{pk}),\]
\[(r, s) \leftarrow \sigma,\]
\[t \leftarrow \text{Hash}_{\mathbb{F}_q^m}(M||r) \in \mathbb{F}_q^m,\]
\[t' \leftarrow \left( s \begin{pmatrix} P_{i,1} & P_{i,2} & P_{i,3} \end{pmatrix} \right)_{i \in [m]},\]
return \(t = t'.\)

Because the following \texttt{Verify} consists of relatively simple operations, it is much faster than \texttt{KeyGen} or \texttt{Sign}.

3.2 Parameter Sets

Here we quote the tables of various parameter sets for QR-UOV given by Furue et al. in [3]. The definition of each parameter is given as follows:

\(q\): the order of the finite field,
\(v\): the number of oil variables,
\(m\): the number of oil variables and equations,
\(\ell\): block size.

<table>
<thead>
<tr>
<th>(v, m, \ell)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q = 7)</td>
<td>(189, 72, 3)</td>
<td>(2409, 99, 33)</td>
<td>(650, 80, 10)</td>
</tr>
<tr>
<td>(q = 31)</td>
<td>(165, 60, 3)</td>
<td>(1664, 78, 26)</td>
<td>(600, 70, 10)</td>
</tr>
<tr>
<td>(q = 127)</td>
<td>(156, 54, 3)</td>
<td>(1440, 72, 24)</td>
<td>(550, 60, 10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(v, m, \ell)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q = 7)</td>
<td>(291, 111, 3)</td>
<td>(4640, 160, 40)</td>
<td>(1050, 130, 10)</td>
</tr>
<tr>
<td>(q = 31)</td>
<td>(246, 87, 3)</td>
<td>(3783, 117, 39)</td>
<td>(890, 100, 10)</td>
</tr>
<tr>
<td>(q = 127)</td>
<td>(228, 78, 3)</td>
<td>(3348, 108, 36)</td>
<td>(830, 90, 10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(v, m, \ell)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q = 7)</td>
<td>(411, 162, 3)</td>
<td>(7335, 225, 45)</td>
<td>(1450, 180, 10)</td>
</tr>
<tr>
<td>(q = 31)</td>
<td>(324, 114, 3)</td>
<td>(4699, 148, 37)</td>
<td>(1120, 120, 10)</td>
</tr>
<tr>
<td>(q = 127)</td>
<td>(306, 105, 3)</td>
<td>(6000, 144, 48)</td>
<td>(1120, 120, 10)</td>
</tr>
</tbody>
</table>

4 Implementation

4.1 Parallel computing in x86

Although there are so many environments of parallel computing in x86 that it is difficult to cover them all, we list some typical ones.

- Open Multi-Processing (OpenMP) is an application programming interface which enables parallel programming on some Multiple Instruction, Multiple Data (MIMD) environment. It is available from some programming languages such as C, C++, and FORTRAN. By using OpenMP interface, it is relatively easy to create a program with multiple threads which concurrently run on multiple cores.

- Single Instruction, Multiple Data (SIMD) instruction sets are powerful tools for implementing high-performance cryptography, however in x86 environments there are many number of such instruction sets, i.e. MMX (1996), 3DNow! (1998), SSE (1999), SSE2 (2001), SSE3 (2004), SSE4 (2006), AVX (2008), AVX2 (2013), and so on. Some of the recent ones are listed below.

  - The Advanced Vector Extensions (AVX) and AVX2 are expansions of previous SIMD architecture. They supports YMM vector registers of 256 bits.

  - AVX512 is an expansion of AVX2, which supports ZMM vector registers of 512 bits.

  - The Advanced Matrix Extensions (AMX) is a new SIMD-type extension of x86 instruction set which supports a set of 2-dimensional
4.2 Environment
In this work, we choose OpenMP as the first step of parallel computing in x86, because it is significantly easier to use than other technologies. The experimental environment is as follows:

- CPU: AMD EPYC 7763 2.45GHz (Turbo Boost 3.15GHz) (64 cores, 128 threads) x 1
- Memory: 32GB RDIMM, 3200MT/s,
- OS: Linux 5.13.0-28-generic #31 20.04.1-Ubuntu SMP x86_64 GNU/Linux
- Compiler: gcc (Ubuntu 9.4.0-1ubuntu1 20.04) 9.4.0
- Compiler Options: -O3 -fomit-frame-pointer -Wno-unused-result -lcrypto -lm -I. -fopenmp
- Libraries: OpenSSL 1.1.1f 31 Mar 2020

4.3 Experiments
The performance of each algorithm is estimated as follows where $N = 100$.

Step.0: The following algorithms are implemented.

(a) : Random Seed/Message Generation etc,
(b) : KeyGen,
(c) : Sign,
(d) : Verify.

Step.1: Timing data of the following tasks are measured by using time command of bash.

$A$ : $(a) \times N$ times,
$B$ : $(a + b) \times N$ times,
$C$ : $(a + b + c) \times N$ times,
$D$ : $(a + b + c + d) \times N$ times.

Step.2: The performance of each algorithms are estimated as

\[
\begin{align*}
\text{time(KeyGen)} &= \frac{(\text{time}(B) - \text{time}(A))}{N}, \\
\text{time(Sign)} &= \frac{(\text{time}(C) - \text{time}(B))}{N}, \\
\text{time(Verify)} &= \frac{(\text{time}(D) - \text{time}(C))}{N}.
\end{align*}
\]

4.4 Generic Code
We investigate the parameter set to find a promising one in terms of performance. To achieve this goal, we prepared a generic code of the QR-UOV which is almost identical to the pseudo code in the previous section. By applying OpenMP to this code, we confirmed the effect of multiple processing. The results of this code are shown in Fig.1 ∼ Fig.3.

4.5 Parameter Specific Code
We implement a parameter specific code for $q = 7$, $\ell = 3$. The results of this code are shown in Table.4 ∼ Table.6 and Fig.4 ∼ Fig.6.

| Table 4: performance of QR-UOV I (sec) |
|-------------------|---|---|---|
| $\log_2(n_{\text{threads}})$ | KeyGen | Sign | Verify |
| 0 | 0.05135 | 0.03598 | 0.00528 |
| 1 | 0.02832 | 0.02138 | 0.00516 |
| 2 | 0.01703 | 0.01402 | 0.00532 |
| 3 | 0.01121 | 0.01029 | 0.00526 |
| 4 | 0.00860 | 0.00856 | 0.00521 |
| 5 | 0.00729 | 0.00789 | 0.00513 |
| 6 | 0.00671 | 0.00746 | 0.00518 |
| 7 | 0.00778 | 0.00745 | 0.00585 |

| Table 5: performance of QR-UOV III (sec) |
|-------------------|---|---|---|
| $\log_2(n_{\text{threads}})$ | KeyGen | Sign | Verify |
| 0 | 0.27685 | 0.19146 | 0.02412 |
| 1 | 0.15046 | 0.10933 | 0.02335 |
| 2 | 0.08711 | 0.06844 | 0.02351 |
| 3 | 0.05505 | 0.04825 | 0.02265 |
| 4 | 0.03878 | 0.03800 | 0.02132 |
| 5 | 0.03197 | 0.03300 | 0.02091 |
| 6 | 0.02782 | 0.03014 | 0.02053 |
| 7 | 0.02701 | 0.02951 | 0.02210 |

| Table 6: performance of QR-UOV V (sec) |
|-------------------|---|---|---|
| $\log_2(n_{\text{threads}})$ | KeyGen | Sign | Verify |
| 0 | 1.18275 | 0.80329 | 0.03016 |
| 1 | 0.62056 | 0.43968 | 0.04575 |
| 2 | 0.34517 | 0.26047 | 0.05506 |
| 3 | 0.20680 | 0.17075 | 0.05696 |
| 4 | 0.13706 | 0.12510 | 0.05804 |
| 5 | 0.10262 | 0.10243 | 0.05926 |
| 6 | 0.08213 | 0.09065 | 0.05908 |
| 7 | 0.08029 | 0.08809 | 0.06004 |
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